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Abstract
Non-coding RNAs (ncRNAs) play crucial roles in various biological
processes, including gene regulation, cellular signaling, and disease

mechanisms. Understanding these functions requires accurate prediction of
RNA secondary structures. This report focuses on the exploration and

advancement of RNA (Ribonucleic Acid) structure prediction
methodologies and explores various computational approaches, including

thermodynamic models, machine learning-based models, and deep learning
techniques. I propose a machine learning approach to predict RNA

secondary structures using the structured support vector machine (SSVM)
model first put forward as a solution by Akiyama et al. The model’s
performance was evaluated using sensitivity, specificity, and F-value
metrics, which are more appropriate for this context than traditional

accuracy metrics. Furthermore, this work emphasizes the significance of
rich parameterization in improving RNA structure predictions and explores

the integration of thermodynamics with deep learning approaches and
underscores the importance of dataset diversity in achieving robust and

generalizable predictions. Future work includes incorporating pseudoknots,
exploring larger datasets, and investigating faster computation methods to

improve model efficiency.
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Chapter 1

Introduction

1.1 Context and Motivation
Ribonucleic acid (RNA) is a fundamental polymeric molecule, essential for
all known forms of life playing critical roles in various biological processes
such as the regulation of gene expression and protein synthesis. It is made
up of nucleotides, which are ribose sugars attached to nitrogenous bases and
phosphate groups-the nitrogenous bases include adenine, guanine, uracil, and
cytosine(denoted by the letters A, G, U, and C respectively) and the RNA
molecule itself can have a variety of lengths, structures, and substructures.[1]

The chemical structure of RNA is similar to its more famous counter-
part Deoxyribonucleic acid(DNA), however RNA mostly exists in the single-
stranded form, contains ribose sugars instead of deoxyribose sugars, and has
Uracil(an unmethylated form of Thymine [2]) instead of Thymine as the
complementary base to Adenine.

Non-coding RNAs(ncRNA) are functional RNA molecules that are tran-
scribed from DNA but not translated into proteins-these are linked to various
pivotal functions in human biology and disease. Many ncRNAs like messen-
ger RNA(mRNA), ribosomal RNA(rRNA), and transfer RNA(tRNA) which
were earlier thought to play minor roles in biological processes have now
been found to perform crucial functions; ribosomal protiens provide the scaf-
fold allowing rRNAs to catalyze peptide bond formation[3]; and tRNAs are
the “adaptor molecules” that allow the translation of mRNA into proteins[4],
tRNA derived fragments also play a role in gene expression regulation as reg-
ulatory RNAs[5]. Efforts have even been made to use ncRNAs for potential
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cancer therapy applications[6].
The reason to highlight the above examples is to underline the importance

of RNA in biological processes and the need to understand its function. To
that end, it has also been shown that the secondary structure of RNA pro-
vides the scaffold necessary for the tertiary structure formation[1][7], and
conformations and structures of ncRNAs are highly related to their stability
and provide an insight into their functions and mechanisms of action [8]: for
example, stem-loop substructures in mRNA bind to proteins and regulate
its synthesis[9]; Palmenber and Sgro[10] have even highlighted the regions
of picornviral RNA secondary structures that are likely to play a significant
role in virus biology. And so, secondary structure prediction of RNA is an
important problem in bioinformatics and computational biology.

But what exactly is the secondary structure of RNA and how is it formed?
As mentioned before, unlike DNA, RNA is mostly single-stranded and in 1960
Fresco et al.[11] first showed that single-stranded RNA can fold onto itself to
form a stable secondary structure composed of different substructures which
are held together by hydrogen bonds between base pairs. This forms the
basis of RNA secondary structure prediction: given a primary sequence of
RNA, predict the most likely secondary structure that it will fold into.

Figure 1.1: RNA folding process from Zhao et al.(2021)[12]

1.2 Aims and Objectives
As postulated by Tinoco and Bustamante[1]:

“In an RNA, ... the information in the sequence flows linearly,
and largely in one direction, first to the secondary and then to the
tertiary structure. An RNA molecule can thus be thought of as
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possessing a hierarchical structure in which the primary sequence
determines the secondary structure...”

This presents the groundwork for a prediction algorithm-the primary
structure is a linear sequence of nucleotides linked together by a “back-
bone” of phosphodiester bonds(1.2) and this structure will then fold onto
itself, complementary bases pairing up to form different substructures like
hairpins, bulges, and internal loops-structural motifs which will formally be
defined and discussed in more detail in the next chapter-ultimately forming
the secondary structure of the RNA molecule.

Figure 1.2: Primary structure of RNA

This project aims to predict that exact process: develop a machine learn-
ing model that can predict the most probable secondary structure of an RNA
molecule given its primary sequence, correctly identifying the base pairings
that will take place and the substructures that will form. In doing so, I also
hope to outperform the current state-of-the-art algorithms and tools in the
field of RNA secondary structure prediction in terms of accuracy and effi-
ciency, a much-needed improvement given that the complexity of dynamic
programming for secondary structure prediction is to the order of O(n3) [13].

The machine learning architecture that I will be employing for this task
is a Support Vector Machine(SVM) model, a supervised learning algorithm
first introduced by Cortes and Vapnik[14]. A modified variation, SSVM, was
used by Akiyama et al.[15] in 2018 to propose a solution that integrated
the thermodynamic approach to RNA secondary structure prediction with a
machine learning approach, achieving the highest accuracy at the time.

My project builds on the work of Akiyama et al.[15], addressing limita-
tions in the proposed solution and the paper, namely detailing how to use the
dynamic programming approach to RNA secondary structure prediction in
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conjunction with the SVM model, and how to improve the feature extraction
process to better represent the primary sequence of RNA.

The objectives of this project are as follows:

• To collect a dataset of RNA sequences and their secondary structures.

• To extract features from the primary sequences of RNA.

• To develop a Support Vector Machine model for RNA secondary struc-
ture prediction.

• To train the model on the dataset and evaluate its performance.

On the point of evaluation, the performance metrics that are generally
used to evaluate the accuracy of prediction are Sensitivity, Specificity, Posi-
tive Predictive Value. These metrics will be used to evaluate the performance
of the SVM model in this project and will be discussed in more detail in the
penultimate chapter on results.

1.3 Report Structure
The report consists of 5 chapters and an appendix, structured as follows:

• Chapter 1: Introduction - This chapter provides an overview of the
project, putting it into a relevant context and the motivation behind
it, the aims and objectives, and the structure of the report.

• Chapter 2: Background - This chapter provides the necessary back-
ground information on RNA structure and function, a discussion of
the state-of-the-art RNA secondary structure prediction algorithms
and tools, structural motifs in RNA secondary structures, and finally
word embeddings, and support vector machines-the last two providing
the necessary background for the machine learning model used in this
project.

• Chapter 3: Design Methodology and Implementation - This
chapter details the data collection process, feature extraction, the SVM
model, the learning algorithm, and the implementation and training
process.
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• Chapter 4: Results - This chapter details the evaluation metrics
used, the results obtained, and a discussion of the results.

• Chapter 5: Conclusion - This chapter provides a summary of the
project and its findings and whether the project aims and objectives
were met, along with suggestions for future work that may take this
solution further.

• Appendix - This chapter provides additional information on the project,
including code snippets, and details about the parameters and datasets
used.
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Chapter 2

Background

This chapter provides the necessary background information required to set
the project in relevant context based on the scientific literature in the field
of RNA secondary structure prediction, beginning with a discussion of RNA
structure, followed by a discussion of structural motifs in RNA secondary
structures and then a deeper dive into secondary structure prediction algo-
rithms and tools detailing the approaches and strategies adopted by them,
and finally an introduction to concepts which will form the foundation of the
machine learning model used in this project-word embeddings and support
vector machines.

2.1 RNA Structure and Function
I mentioned before that RNA is a polymeric molecule made up of nucleotides
and primary structures of RNA are linear sequences of nucleotides linked
together by phosphodiester bonds, these nucleotides in turn are each made
up of a ribose sugar, a nitrogenous base, and a phosphate group.

Conventionally, the four nitrogenous bases-Adenine, Guanine, Uracil, and
Cytosine-are denoted by the letters A, G, U, and C respectively, and the
primary sequence is denoted by writing the letters of the bases in order from
the 5’ end to the 3’ end of the RNA molecule. The 5’ end of the RNA
molecule is the end where the phosphate group is attached to the 5’ carbon
of the ribose sugar, while the 3’ end is where the hydroxyl group is attached
to the 3’ carbon of the ribose sugar. [16]

Adenine and Guanine have a double-ring structure and are known as
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Base Symbol Complementary Base
Adenine A Uracil
Guanine G Cytosine
Uracil U Adenine
Cytosine C Guanine

Table 2.1: RNA Bases and Complementary Watson-Crick Base Pairings

purines, while Cytosine and Uracil have a single-ring structure and are known
as pyrimidines. Their symbols and complementary base pairings are shown
in Table 2.1.

The secondary structure consists of one single polynucleotide chain, with
base pairing occurring when folding takes place between complementary
bases.

There is a caveat, however, that is hinted at in the table 2.1 above.
The base pairings shown in the table are the “canonical” Watson-Crick base
pairings, but RNA can also form non-canonical base pairings where the bases
are not strictly complementary to each other.

2.1.1 Wobble Base Pairing
Simply put, the canonical Watson-Crick pairings are the base pairings that
can form between the bases of RNA where the bases are strictly comple-
mentary to each other, while wobble base pairings do not follow this general
rule.

In 1966, Crick[17] postulated the “wobble hypothesis” - that the 5’ base
of the anticodon in tRNA can form non-standard base pairings with the 3’
base of the codon in mRNA. This non-standard base pairing is known as
“wobble base pairing”. This wobble pairing would not be implemented in
my project, but it is important in the context of RNA secondary structure
prediction as it allows for more flexibility in the base pairings that can form
between the bases of RNA.

2.1.2 The bpseq and dot bracket notation
Representing the primary structure was fairly straightforward, but portray-
ing the secondary structure is still a debated problem with many different
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notations and representations being used. Two of the most common repre-
sentations are the bpseq and dot bracket notation, which I will be employing
in this project as well. The secondary structure contains the pairs formed
between the bases of RNA-the nucleotides that form the linear sequence.
How can this fact be reflected in the representation? The bpseq notation
solves this problem by indexing. Take for example this short RNA sequence
in bpseq notation:

1 A 5
2 A 0
3 A 0
3 G 0
4 C 0
5 U 1
6 G 0

The first column represents the index of the nucleotide in the sequence,
the second column represents the base itself, and the third column represents
the index of the nucleotide that it is paired with, and if the nucleotide is
unpaired, it is denoted by 0.

The dot bracket notation is a more compact representation, which makes
use of the fact that base pairing is a binary relationship creatively. The same
RNA sequence in dot bracket notation would look like this:

AAAGCUG
(....).

The primary sequence is written on the first line, while the secondary
structure is written on the second line denoted by “.” for unpaired bases and
“()” for the two paired bases. The base which appears first in the sequence
is denoted by the opening parenthesis, and the base which appears later is
denoted by the closing parenthesis, and so all the opening parentheses are
closed in the correct order by the closing parentheses.

2.2 Structural motifs in secondary structures
We have already talked about the fact that the primary sequence of RNA
folds onto itself to form secondary structures, but it also important to under-
stand the different patterns and substructures that are to be seen in these
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secondary structures, as they form the basis of the prediction algorithms and
tools that are used to predict them.

Figure 2.1: Secondary Structure in Shell layout of Anabaena variabilis

Figure 2.2: Secondary Structure in Kamada-Kawai layout [18] of Anabaena
variabilis

Figures 2.1 and 2.2 show the secondary structure of a bacteria of the
species Anabaena variabilis taken from the bpRNA database [19], that we will
be using to explore a few motifs. These were generated using the networkx
library in Python [20]. and the sequence and the dot bracket notation for this
structure can be found in the appendix A.1.1. By convention, the sequence
is numbered from the 5’ end, denoting by iN the nucleotide N at index i in
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Figure 2.3: Hairpin Loop and Stacking Regions

the sequence for 1 ≤ i ≤ n where n is the length of the sequence. The entire
sequence is denoted by S and the Sij denotes the subsequence from iN to
jN , where 1 ≤ i ≤ j ≤ n.

In figure 2.1, the nucleotides form the vertices of the shell, and the arcs
formed by those vertices represents the phosphodiester bonds between the
nucleotides. These arcs are referred to as the exterior edges of the shell.
The line segments that connect the vertices are referred to as the interior
edges of the shell, and they represent the base pairs formed between the
nucleotides.

An entire structure is valid if the line segments or “chords” do not touch
each other. Not allowing the chords to touch is a constraint that allows only
one base pair to form between two nucleotides,

Faces in the shell - Any region completely enclosed by edges is referred to
as a face and each of these regions can be categorised as a structural motif.
All the motifs are defined in relation to the shell or “semi-circular” layout
of the secondary structure, however, I have included other layouts as well to
provide a more comprehensive view of the structure.

In Figure 2.3, take, for instance, the region from 45C to 50G, bounded
by a single interior edge and 5 exterior edges - this is a hairpin or a stem
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Figure 2.4: Secondary Structure visualisation of the bacteria using Vien-
naRNA [23]

loop and so is any face bounded by a single interior edge. The same can also
be seen in the far left of Figure 2.2.

What about the area bounded by 43A 44C and 51G 52U, as well as the
one bounded by 44C 45C and 50G 51G? Any face bounded by two interior
edges with the two interior edges being separated by a single exterior edge
on both sides is referred to as a stacking region or simply a stack. These
are an integral part of the structure since it has been shown that more than
the hydrogen bond face interaction, it is these “stacks” that provide stability
to the molecule [21] [22].

Sometimes the face is bounded by two interior edges with the two interior
edges being separated on one side by a single exterior edge and on the other
side by two or more exterior edges - this is referred to as a bulge, seen more
clearly in the same secondary structure created using the forna tool available
in the ViennaRNA package in Figure 2.4 [23] at nucleotide 70C.

What if the face is bounded by two interior edges with the two interior
edges being separated by two or more exterior edges on both sides? This is
referred to as an internal loop, one of the many in this particular structure
displayed in the Kamada-Kawai layout in Figure 2.2 from 38U to 57G.
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One particular motif that does not rely on faces or bounded regions is
a dangling end-a single-stranded region that is not paired with any other
nucleotide on one side. It can be seen in Figure 2.2 from nucleotide 96U to
101C.

A particular motif that is not seen in this structure is a bifurcation
loop or a multi-loop. It is defined as a face which is bounded by three or
more interior edges-seen clearly in the secondary structure of the Archaea
Haloquadratum walsbyi in Figure 2.5. The sequence and the dot bracket
notation for this structure can be found in the appendix A.1.2.

Figure 2.5: Secondary Structure of Archaea Haloquadratum walsbyi using
ViennaRNA [23]

It is also worth talking about pseudoknots that though not as common
as the other motifs do appear in a few cases-I will not be accounting for this
motif in this project, however, so as to lower the computational complexity
of the prediction algorithm and speed it up, since the complexity of the
prediction algorithm with pseudoknots is to the order of O(n6) [24].

According to Staple and Butcher[25]:

“First recognized in the turnip yellow mosaic virus[26], a pseu-
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doknot is an RNA structure that is minimally composed of two
helical segments connected by single-stranded regions or loops”

Put in simpler terms, an unpaired nucleotide in a loop can base pair
with a nucleotide outside the loop in a single stranded region, forming a
pseudoknot. In terms of the shell layout, this would mean interior edges or
chords intersecting each other.

Seen in Figure 2.6 in the secondary structure of a microbacterium. Se-
quence and the dot bracket notation for this structure can be found in the
appendix A.1.3.

2.3 RNA Secondary Structure Prediction Al-
gorithms and Tools

Experimental approaches, such as X-ray crystallography[27] and NMR spec-
troscopy[28], are by far the most accurate way to determine the secondary
structure of RNA, however because of the high cost and the time-consuming
nature of these methods, computational methods have been sought after to
predict RNA secondary structures.

In 1978, Nussinov et al.[29] first proposed a simple but powerful dynamic
programming algorithm to predict RNA secondary structures, based on some
simplifying assumptions: the weight of A-U and G-C base pairs is the same,
the nucleotide will not pair with an adjacent nucleotide, and “no two matches
will cross each other when drawn in the interior of the loop” - similar to our
constraint of not allowing chords to intersect-and this resulted in the maxi-
mum number of base pairs being formed. Though the assumption that the
stability of the structure depends on the bonds formed between the bases and
not on the various substructures that those bases form is not exactly correct,
this was a seminal paper that led the groundwork for future algorithms.

Formalising the constraints and assumptions, the algorithm can be de-
scribed as follows:

Input: A sequence S of length n.
Output: A secondary structure πS of S represented as a matching of

indices with the following constraints:

• Possible matches: AU(or UA) or GC(or CG).

• No two matches cross each other.
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Figure 2.6: Secondary Structure of a microbacterium using ViennaRNA [23]

• A match (i, j) is allowed only if j − i > 1.

• Matching is one-to-one.

Defining the Matrix M(i, j) as the maximum number of base pairs that
can be formed in the subsequence Sij,
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Mij = max {|N ||N is a matching of Sij satisfying the constraints} (2.1)

The algorithm can be described as follows:
Initialize the matrix M with zeros.

Mij = max
Mi,j−1

maxi≤k<j{Mi,k−1 +Mk+1,j−1 + 1}
(2.2)

Methods, before Nussinov’s algorithm, were proposed that used a ther-
modynamic approach to predict RNA secondary structures, this approach
used thermodynamic parameters to “score” features like motifs and basepairs
that appeared in a structure and then used a folding algorithm to sum up
the free energies of each feature or substructure and then find the structure
with the lowest or “minimum free energy”. These thermodynamic parame-
ters were derived from careful experiments and estimation [22][30][31], and
therein lies the limitation of this approach-the calorimetric measurements of
RNA structures used to derive these parameters are extremely laborious and
time-consuming.

Tinoco et al.[21] devised a basic method to estimate secondary structures,
and in 1975 Pipas and McMahon[32] proposed a method to predict the sec-
ondary structure using a thermodynamic approach, but the latter computed
in O(2N) time, which was not feasible for long sequences.

It was only in 1981 that Zuker and Stiegler[13] came up with a fusion of
the dynamic programming algorithm and the thermodynamic approach, and
presented a method that found the minimum free energy secondary structure
efficiently using the published values of the time. This folding algorithm is
still used today in popular RNA secondary structure prediction tools and
methods like MFold[33], UNAfold[34], and ViennaRNA[23].

Since this approach places an emphasis on the thermodynamic values of
the nucleotides with the closest neighbours, this is referred to as the “nearest
neighbour” approach as well and in 2009, Turner and Mathews[35] published
a database of these thermodynamic parameters titling it the “Nearest Neigh-
bour Database(NNDB)”. The database aims to assemble and curate all the
thermodynamic parameters for RNA folding and provides documentation
and tutorials on how to use them.

This is also the folding algorithm that I will be using in this project in
my model, albeit with a different approach.
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In a machine learning or weighted approach, the thermodynamic
scores are replaced by weights that are either guessed or, more commonly,
learned from a dataset of known secondary structures. Both these approaches
are also referred to as “discriminative” methods, which are contrasted with
“generative” methods which use probabilistic models to predict the sec-
ondary structure. A whole host of machine learning models have been pro-
posed in the last two decades, beginning with the work of Do et al.[36] which
used Conditional Random Fields(CRFs) and Conditional Log Linear Mod-
els(CLLMs) to predict RNA secondary structures, to ensemble models in
SPOT-RNA [37], and including the SSVM model proposed by Akiyama et
al.[15]-mxfold.

Since I will not be using a probabilistic model in this project, I will not be
discussing that approach in a lot of detail but it should be noted that in this
approach, the model uses the probabilities of producing certain base pairs
and substructures. Like the machine learning approach, the probabilities are
either guessed or learned from known structures. A probabilistic Stochastic
Context Free Grammar(SCFG) model was first suggested by Durbin et al.[38]
in 1998. Elena Rivas, one of the most prominent researchers in the field of
RNA secondary structure prediction, even proposed TORNADO[39], “a gen-
eral purpose parser to produce grammars of single-sequence RNA secondary
structure.”

2.4 Machine Learning

2.4.1 Stochastic Gradient Descent
Machine learning models learn from data or experience and improve their
future predictions based on the data they have seen. This learning is done
by adjusting the weights of the model based on the error or “loss” that the
model makes in its predictions. Depending on the the error or the loss in
the prediction, the weights are adjusted in the direction that minimizes the
loss, in order to incorporate the learning. And a way to change weights is
through the use of an optimization algorithm, one of which is the Stochastic
Gradient Descent(SGD) algorithm.
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2.4.2 Support Vector Machines
Support Vector Machines(SVMs) are a class of supervised learning algorithms
that can be used for both classification and regression tasks. The algorithm
works by finding the hyperplane that best separates the data into two classes,
and then uses this hyperplane to make predictions on new data. The hyper-
plane is chosen in such a way that it maximizes the margin between the
two classes, and this is why SVMs are also known as “maximum margin
classifiers”.

In 2005, Tsochantaridis et al.[40] proposed a novel approach to extend
the concept of margin maximization to deal with complex output spaces and
proposed an efficient algorithm to solve the resulting optimization problem.

This Structured SVM(SSVM) model was used by Akiyama et al.[15] in
2018 to with L1 regularization to avoid overfitting to predict the secondary
structures
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Chapter 3

Design Methodology and
Implementation

3.1 Initial Experimentation
Before diving into the SVM model, I wanted to experiment with the concept
of using word embeddings as a way to represent the primary sequence of
RNA, and in doing so try to somehow “translate” that into its secondary
structure.

It is easy to analogise the RNA sequence in terms of a natural language
sentence, with the sequences being “sentences”, the nucleotides and substruc-
tures forming the “words” of that sentence.

I used the gensim library in Python to train a Word2Vec model on the
primary sequences of RNA, and then used the embeddings to train a simple
neural network to predict the secondary structure. Since the results were
not promising and the model was not able to learn the patterns in the data,
I decided to move on to other experiments. The reason why the model
did not perform well could be because the patterns in the data are not as
easily discernible and analogised as in natural language, since the motifs and
substructures are more similar to “patterns” than words.

In all the experiments I ran, the outputs produced were absurd and did
not make sense. The model was able to learn the fact that A is paired with
U and G is paired with C very often, but the model was not able to learn
the more complex patterns that are present in the data.

Moving on from this, I decided to use the SVM model, and follow a
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more conventional setup to create a Secondary Structure Prediction model,
as described by Rivas et al.[41].

3.2 Data Collection
While working on the parameter estimation, Andronescu et al.[42] collected a
large dataset of about 3000 RNA secondary structures from different sources.
Since then, the data sets by Andronescu et al. have been known under
different names [42][43], and had widely been employed in the field. However,
it did suffer from a shortcoming-as reported by Rivas[41], even though the
dataset contained a larger number of sequences, it:

“...covers only six different RNA structures: small and large sub-
unit rRNAs, tRNAs, tmRNAs, ribonuclease P RNA and signal
recognition particle RNAs.”

and Rivas et al.[39] recognising the need to test and train new models on
datasets that contained sequences structurally dissimilar came up with differ-
ent training and test sets. The new datasets include “TrainSetA/TestSetA”
and “TrainSetB/TestSetB”, both of which are in the bpseq notation. The
former contains the Andronescu data set along with new sequences collected
by Lu et al.[44], and that is the set being used in this project.

3.3 Feature Extraction
Using the motifs and substructures discussed in the previous chapter, the
features can easily be extracted from the secondary structures in our dataset,
and form the feature vector for each sequence to train our model. Taking a
look at how some of the features can be extracted:

3.3.1 Base Pairing
The most basic feature that can be extracted is the base pairing itself. The
data set is stored in the bpseq notation, and as mentioned before, the bpseq
notation contains the indices of the nucleotides that are paired, which means
that the AU or GC pairs can be extracted directly from the bpseq notation.

27



3.3.2 Dangling Ends
Dangling ends are unpaired nucleotides that are not paired with any other
nucleotide on one side. They are a feature that can also easily be extracted
using the DB notation. In the DB notation, the dangling ends can be seen
as a string of dots or unpaired bases right at the beginning or end of the
structure, for example, in this toy example:

AAAAGCGCU
...(....)

The dots at the beginning represent the dangling end at the 5’ end of the
sequence.

Following is an algorithm to convert the bpseq notation to the dot bracket
notation:

def bpseq_to_dot_bracket(bpseq_file: list[list]) -> str:
dbnotation = [’.’ for i in range(len(bpseq_file))]
for base in bpseq_file:

if int(base[2]) != 0:
dbnotation[base[0]-1] = ’)’
dbnotation[base[2]-1] = ’(’

return ’’.join(dbnotation)

3.3.3 Hairpin Loop
In terms of the shell layout, a hairpin loop is a face bounded by a single
interior edge. In DB notation, the way this would be represented is:

(<any number of unpaired bases>)

And all the patterns of this form can be extracted from the notation using
regular expressions:

re.findall(r’\(\.*\)’, db_sequence)

3.3.4 Stacks
A stack is a face bounded by two interior edges with the two interior edges
being separated by a single exterior edge on both sides.
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For stacks and the next few substructures, it is important to look at the
bpseq notation-iterating over the bases, if a base is paired, we move forward
to look for the next paired base. If it so happens that the distance between
the first paired base, say i, and the next paired base, say j, is 1, and if the
distance between the base paired with i, say k, and the base paired with j,
say l,is 1, then we have a stack.

j - i = 1 and k - l = 1.

3.3.5 Bulges
A bulge is a face bounded by two interior edges with the two interior edges
being separated on one side by a single exterior edge and on the other side
by two or more exterior edges. They are extracted in a similar way to stacks.

Iterate over the bases, if a base is paired, move forward to look for the
next paired base. If the distance between the first paired base, say i, and
the next paired base, say j, is 1, and if the distance between the base paired
with i, say k, and the base paired with j, say l, is greater than 1, then we
have a bulge.

j - i = 1 and k − l > 1.

3.3.6 Internal Loops
An internal loop is a face bounded by two interior edges with the two interior
edges being separated by two or more exterior edges on both sides. They
can be thought of as a special case of bulges, and are extracted in a similar
way. In this case, the distance between both the paired bases and the bases
paired with them is greater than 1. That is,

j − i > 1 and k − l > 1.

3.3.7 Bifurcation Loops
A certain caveat that was not mentioned while discussing the extraction of
bulges and internal loops is that from the ways that they were extracted,
there could be a possibility of another base pair appearing between either i
and j or k and l. What this would result in is a face bounded by three or
more interior edges, and as we have already noted in the previous chapter
this is referred to as a bifurcation loop or a multi-loop.
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The way to escape this particular problem is to check for the presence of
another base pair between i and j or k and l, before extracting the bulge or
internal loop.

The code for extracting the bifurcation loops, bulges, internal loops, and
stacks is as follows:

# Find a "face" : a region bounded by an interior edge (base pair)
# and another either interior edge or exterior edge (phosphodiester bond)
while base < len(bpseq):

# Find the first base pair
while base < len(bpseq) and bpseq[base][2] == 0:

base += 1
# Find the second base pair
end = base + 1
while end < len(bpseq) and bpseq[end][2] == 0:

end += 1

if bpseq[base][0] in checkedbases or bpseq[end][0] in checkedbases:
base = end
continue

checkedbases.add(bpseq[base][2])
checkedbases.add(bpseq[end][2])

if end == len(bpseq) or base == len(bpseq):
break

# check the db notation and if there exists a bp between bpseq[base][2]
# and bpseq[end][2] then it is a bifurcation loop
if "(" in db[bpseq[end][2]-1:bpseq[base][2]-1]:

bifurcationcount += 1
else:

i1i2 = bpseq[end][0] - bpseq[base][0]
j1j2 = abs(bpseq[end][2] - bpseq[base][2])
if (i1i2 == 1 and j1j2 == 1) or (i1i2 == 2 and j1j2 == 2):

stackcount += 1
elif i1i2 > 1 and j1j2 > 1:

interiorcount += 1
else:
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bulgecount += 1
base = end

3.4 Implementation and Training
The following section details the implementation of the SVM model and
the training process, but before that it is necessary to understand some
preliminary concepts. These definitions and concepts are borrowed from the
work of Akiyama et al.[15], since I am going to be using the same model in
this project.

3.4.1 Preliminaries
The alphabet of the RNA sequence is Σ = {A,C,G, U}, and the set of all
possible RNA sequences is denoted by Σ∗. Let s be an RNA sequence of
length n, denoted by |s| = n, and the ith base of the sequence is denoted by
si. Let Π(s) denote the set of all possible secondary structures of an RNA
sequence s, and this particular structure is defined as a triangular matrix of
1s and 0s, where a 1 at the ith row and jth column denotes that the ith base
and the jth base are paired, and a 0 denotes that they are unpaired, keeping
in mind that pseudoknots are not allowed in this model, and a base can only
be paired with one other base.

The feature representation of the secondary structure π is denoted by
φ(s, π), and contains the number of occurrences of each feature in the struc-
ture.

The scoring function based on the machine learning approach f(s, π) is
the function that assigns scores to the secondary structure π ∈ Π(s) of the
RNA sequence s ∈ Σ∗. As noted before, we require the weights for each
feature to calculate the score, and thus this is what the scoring function
looks like:

f(s, π) =
K∑
k=1

λkφk(s, π′) (3.1)

where λk is the weight of the kth feature, and K is the total number of
features.
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3.4.2 Learning Algorithm
To actually learn the feature weights, the model Akiyama et al.[15] proposed
and the model that I used is an SSVM[40], which is a variant of the Support
Vector Machine(SVM) model. And so, we need to find λ that minimises the
following objective function:

L(λ) =
∑

(s,π)∈D
max
π′∈Π(s)

(f(s, π′) + ∆(π, π′))− f(s, pi) + C · ||λ||1 (3.2)

where D is the training dataset, ∆(π, π′) is the loss function that measures
the difference between the predicted structure π′ and the true structure π,
and ||λ||1 is the L1 norm of the feature weights, and C is the L1 regularisation
parameter. The loss function ∆(π, π′) is defined as:

∆(π, π′) = δFN × (Falsenegatives) + δFP × (Falsepositives) (3.3)

where δFN and δFP are the tunable weights for false negatives and false
positives respectively.

Finally lets look at the algorithm to train the model:

λ← 0
repeat

for all (s, π) ∈ D do
π′ ← arg maxπ′ [f(s, π′) + ∆(π, π′)]
for all λk ∈ λ do

λk ← λk − η(φk(s, π′)− φk(s, π) + C · sgn(λk))
end for

end for
until all the parameters converge

Akiyama et al.[15] mentioned that we could use a Zuker-style dynamic
programming algorithm modified by loss-augmented inference to cal-
culate the first term [40]. However they do not delve deeper into how that
should be done, so let us see how we can use the Zuker algorithm with loss-
augmented inference.

3.4.3 Loss-Augmented Inference
Let Sub(s, π′) denote the set of all substructures of the RNA sequence s
that are compatible with the secondary structure π′. The feature represen-
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tation is denoted by φ(s, π′), which can also be broken down into terms of
its substructures:

φ(s, π′) =
∑

bp∈Sub(s,π′)
φ(bp) (3.4)

The bp-pair is the outermost closing base pair of the substructure bp,
sbp = sij is the subsequence of the RNA sequence s that is enclosed by
the base pairs i and j. Taking a closer look at the loss function ∆(π, π′) in
equation 3.3,

∆(π, π′) = δFN × (Falsenegatives) + δFP × (Falsepositives)
= δFN

∑
i<j

I(πij = 1)I(π′ij = 0) + δFP
∑

i < jI(πij = 0)I(π′ij = 1)

=
∑
i<j

δFNπij(1− π′ij) + δFP (1− πij)π′ij

I(πij = 1) is the indicator function that is 1 if the base pair ij is present
in the structure π, and 0 otherwise. I(πij = 1) = πij and I(πij = 0) = 1−πij.

Rewriting the first term of the objective function in equation 3.2:

f(s, π′) + ∆(π, π′) = λφ(s, π′) +
∑
i<j

δFNπij(1− π′ij) + δFP (1− πij)π′ij

=
∑

bp∈Sub(s,π′)
λφ(bp) +

∑
i<j

[−δFNπij + δFP (1− πij)]π′ij + δFNπij

=
∑

bp∈Sub(s,π′)
λφ(bp) +

∑
i<jwhereπ′

ij=1
[−δFNπij + δFP (1− πij)] + C

=
∑

bp∈Sub(s,π′)
[λφ(bp)− δFNπbp−pair + δFP (1− πbp−pair)] + C

=
∑

bp∈Sub(s,π′)
[λφ(bp) + τbp] + C

Therefore:

f(s, π′) + ∆(π, π′) =
∑

bp∈Sub(s,π′)
[λφ(bp) + τbp] + C (3.5)

Where τbp = −δFNπbp−pair + δFP (1− πbp−pair)

τbp =
−δFN if πbp−pair = 1
δFP if πbp−pair = 0

(3.6)
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and

C =
∑
i<j

δFNπij (3.7)

using the above equations 3.5, 3.6, and 3.7, we can now use the dynamic
programming algorithm using loss-augmented inference.

3.4.4 Training
I used the dynamic programming implementation provided by LatticeAu-
tomation’s seqfold package1 to get the predictions for the secondary struc-
tures, and used the learning algorithm to train the model on the TrainSetA
dataset.

A high level overview of the training process is provided below:

eta = 0.1
C = 0.001
# loop through the training data from index to the end
for i in range(index+1, len(training_data)):

seq = training_data.iloc[i]["Sequence"]
db = training_data.iloc[i]["Structure"]
features = training_data.iloc[i][2:]

# Training on the ith data point

predstruct = dRNA.fold(seq, scores = {})
preddb = dRNA.dot_bracket(seq, predstruct)
pred_features = extract_features(predstruct, preddb)

lambda_w = {k: v - eta * (predfeatures[i] - features[i] + C * np.sign(v)) for i, (k, v) in enumerate(lambda_w.items())} # update the weights

The training process was done on a machine with an Apple M1 chip with
16GB of RAM, and the training took about 2 days to complete.

1https://github.com/Lattice-Automation/seqfold
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Chapter 4

Results

4.1 Evaluation Metrics
Standard evaluation metrics like exact accuracy, precision and recall do not
work well in the context of RNA secondary structure prediction, since it does
not make sense to judge a particular model based on the fact that it is not
able to predict the entire structure correctly, because it may be the case that
most of the predicted base pairs are correct.

And so, the metrics generally used to evaluate the accuracy of prediction
are Sensitivity, Specificity, and the Matthews Correlation Coefficient(MCC),
a popularly used metric in computational biology[45]. Before delving deeper
into the metrics, it is important to understand the concepts of True Posi-
tives(TP), True Negatives(TN), False Positives(FP), and False Negatives(FN).

• True Positives(TP): The number of base pairs that are correctly
predicted by the model.

• True Negatives(TN): The number of base pairs that are correctly
predicted to be unpaired by the model.

• False Positives(FP): The number of base pairs that are incorrectly
predicted to be paired by the model.

• False Negatives(FN): The number of base pairs that are incorrectly
predicted to be unpaired by the model.
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Metric Value
Sensitivity 0.512
Specificity 0.498
F-value 0.50490

Table 4.1: Evaluation of our model on the TestSetA dataset.

Sensitivity = TP

TP + FN
(4.1)

Specificity, also known as “Selectivity” or “Positive Predictive Value(PPV)”
is the proportion of true negatives that are correctly identified by the model.

Specificity = TN

TN + FP
(4.2)

MCC is a useful metric to evaluate the quality algorithms as well, it is
defined as:

MCC = TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)

(4.3)

It ranges from -1, i.e the worst possible prediction(TP=TN=0), to 1, i.e
the best possible prediction(FP=FN=0)

Another measure used is the F-value which is a harmonic mean of the
Sensitivity and Specificity:

F-value = 2× Sensitivity× Specificity
Sensitivity + Specificity (4.4)

4.2 Results
The model was trained on the TrainSetA dataset and tested on the TestSetA
dataset, and the results obtained are presented in Table 4.1.

The similar metrics for the model proposed by Akiyama et al. are pre-
sented in Table 4.2.
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Table 4.2: Accuracy for each scoring model: The thermodynamic model
(TM), the machine learning-based model (ML) trained with TrainSetA, and
the integrated model (TM+ML). By Akiyama et al.

TestSetA TestSetB
Model SEN PPV F SEN PPV F
TM 0.682 0.659 0.670 0.598 0.485 0.536
ML 0.703 0.764 0.732 0.575 0.550 0.563
TM+ML 0.715 0.761 0.737 0.617 0.565 0.590

4.3 Discussion
As is evident from the results, the model proposed by Akiyama et al. out-
performs the model that I trained on the TrainSetA dataset. This is because
of a few reasons, the most important of which is the fact that the model
proposed by Akiyama et al. was trained on a larger dataset, utilising Train-
SetB as well, and was able to learn from structurally dissimilar sequences.
I decided to only use the TrainSetA dataset because of the computational
resources available to me, the choice of the programming language and the
time it would take to train the model on a larger dataset, since the time on
TrainSetA itself was quite high(2 days).

Akiyama, Sato, and Sakakibara[46] also improved on their earlier work
and released another model, aptly named “mxfold”, which made a number
of improvements in accuracy.

Since the Akiyama model, a number of other machine learning projects
have also been proposed, like the SPOT-RNA model by Singh et al.[37], an
ensemble model that uses a combination of different machine learning mod-
els to predict RNA secondary structures. ContextFold by Zako et al.[47], a
model that pioneered the use of rich parameterisation, using parameters or-
ders of magnitude higher than any other model at the time(70,000); RNAFold
by ViennaRNA[23], a popular RNA secondary structure prediction tool in
the bioinformatics community; and TORNADO by Rivas et al.[39], a gen-
eral purpose parser to produce grammars of single-sequence RNA secondary
structure.

An evaluation of all the models is given in Table 4.3.
We can see how the accuracy falls off when dealing with sequences that

are structurally dissimilar. This underscores the importance of training the
model on a diverse dataset, to ensure that the model is able to generalise
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Table 4.3: Performance metrics for various RNA secondary structure predic-
tion methods. PPV: Positive Predictive Value, SEN: Sensitivity, F: F1-score.
Taken from Sato et al.[46]

Sequence-wise CV Family-wise CV
Method PPV SEN F PPV SEN F
MXfold2 0.520 0.682 0.575 0.585 0.710 0.632
SPOT-RNA 0.652 0.578 0.597 0.599 0.619 0.596
TORNADO 0.554 0.609 0.561 0.636 0.638 0.620
ContextFold 0.583 0.595 0.575 0.595 0.539 0.554
RNAfold 0.446 0.631 0.508 0.552 0.720 0.617
My model 0.498 0.512 0.504 0.221 0.342 0.26849

well.
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Chapter 5

Conclusion

5.1 Summary
In this project, I proposed a model to predict RNA secondary structures
using a machine learning approach, and trained the model on the TrainSetA
dataset proposed by Rivas et al.[39]. The model was trained using the SSVM
model [40] proposed by Akiyama et al.[15] for this field, and the results were
evaluated using the Sensitivity, Specificity, and F-value metrics. In doing so,
we derived the feature representation of the secondary structures, and used
the dynamic programming algorithm to predict the structures, modified by
loss-augmented inference.

5.2 Future Work
There are certain assumptions and simplifications that were made in this
project in order to make the model more tractable, and so there are certain
ways that the model can be improved. Firstly, the model can be trained on
a larger dataset, like the TrainSetB dataset, to ensure that the model is able
to generalise well and learn from all possible RNA families. Structural motifs
hitherto unexplored in a large number of models should also be incorporated
and considered like the pseudoknots.

We also noted how long the model takes to train on a relatively small
dataset. This is because of the time taken by the dynamic programming
algorithm to predict the secondary structures, based on the weights, running
in O(N3) time, but it was also not helped by the choice of the programming
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language, Python, which makes it very easy to implement algorithms but is
not fast in terms of computation speed. It might be interesting to explore
“Mojo” 1, a programming language that aims to combine the ease of use of
Python with the speed of performant languages like C/C++.

As mentioned before, more complex models have also arisen in the last
few years that have improved on the accuracy of the predictions, and so it
would be interesting to explore those approaches along with the probabilistic
models that have been proposed in the past.

1https://www.modular.com/max/mojo
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Appendix A

Appendix

A.1 Secondary Structures

A.1.1 Bacteria, Anabaena variabilis
Sequence: AAGCCUGGGCCCGUGCGGCUCGGACGCCCGAACCGUGUCAGGACCUGACGG UAGCAGCACUAAGGGAUGCU-
CUGGGCAGGCGCGUGGUUCCGGGUUUUUUC

DB Notation: ((.((..(.(.(((((.((((((((((((.....((((....(((....)))....))))...))).)).)))))))..))))).)..)..)).)).....

A.1.2 Archaea, Haloquadratum walsbyi
Sequence: GAUUCCGUAAGUUCGGAUUUGAGGCGGCCAGAGCGGCAGGGAAACACCUGUACCCAU CCCGAACACAGUG-
GUUAAGUCUGCAAGCGUUGGAGCAC GUACUGGAGUGAGAGAUCCUCUGGGAGCGCUUCAUCGC CGCCUU

DB Notation: ......................((((((....((((((((.... (((((((.............))))..)))...)))))).)).(((((((...((((((((.(( ....))))))))))..))))))).))))))..

A.1.3 Bacteria, Microbacterium
Sequence: UGAGUAAUGUCUGGGAAACUGCCUGAUGGAGGGGGAUAACUACUGGAAAC GGUAGCUAAUACCGCAUAACGUCG-
CAAGACCAAAGAGGGGGACCUUCGGGCCUCUUGCCAUCAGAU GUGCCCAGAUGGGAUUAGCUAGUAGGUGGGGUAACG-
GCUCACCUAGGCGACGAUCCCUAGCUGGUC UGAGAGGAUGACCAGCCACACUGGAACUGAGACACGGUCCAGACUC-
CUACGGGAGGCAGCAGUGGG GAAUAUUGCACAAUGGGCGCAAGCCUGAUGCAGCCAUGCCGCGUGUAUGAA-
GAAGGCCUUCGGGUU GUAAAGUACUUUCAGCGGGGAGGAAGGUGCUGAGGUUAAUAACCUCAGCAAUUGACGU-
UACCCGCA GAAGAAGCACCGGCUAACUCCGUGCCAGCAGCCGCGGUAAUACGGAGGGUGCAAGCGUUAAUCGGA
AUUACUGGGCGUAAAGCG

DB Notation: ((......((((((((.((...(((((((.((((....(((((((....))))))) .....)))).....(((....)))....((..................)).)))))))..))))))))))(((..
(.(((..((((((((.......))))))))))).....))))..((((((((....))))...))))))..(((((( ..........)))))).((((....))))................(.(((...(((((....))))).))))............
((((......((((....)))).....)))).[.(((((((...(.......(((((.......)))))........).... ))))))..])..((((([[[...(((((.....((.]]])).......))))))))))................................
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